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Abstract—Spamming persists as a problem in Social Network-
ing Sites (SNS). About 8.7% of the total accounts of Facebook
are fake or duplicate. These fake accounts are spreading rumors.
Facebook believes 14.3 million of these accounts were created
for spamming. Sometimes these accounts are being used to fulfil
personal vendetta. Using spam filters seems to be insufficient as
Facebook is struggling to clean up the spam while users are falling
in traps like clickbait. On the other hand rumors in SNS causing
severe trouble on a large scale. In recent time a violent incident
took place in Ramu, Bangladesh on the basis of a rumor spread
through Facebook. Rumors like this affecting us as individuals,
our society. The main challenge of a rumor detection tool is the
accuracy of the system and the time it takes to give the results.
An accuracy having 90% accuracy may not be enough in the
time of natural disasters or war as remaining 10% can cause
havoc. Again if the system takes too much time no matter what
the result is, it may be too late. We designed a tool which can
quickly detect if a post is a spam or rumor. This tool responds
to a user query for a post and try to verify the authenticity of a
post with the help of Facebook community. This tool is designed
to give a quick verdict so that it can be useful to prevent a viral
malcontent in Social Networking sites. We implemented this tool
on Facebook. We used Facebook Graph API to select groups of
users with relevant knowledge about the topic who can contribute
to determine the authenticity of the post.

Index Terms—Social Network; Spam; Rumor; Security; Tool;
Privacy.

I. INTRODUCTION

Through Internet we are more connected than ever. From

2005 to 2016, the number of Internet users increased from 16%

of the world population to 40% [4]. Much of the credit goes

to booming market of smartphone. Smartphones made Internet

more accessible to users from all over the world. In developing

countries the number of mobile Internet users doubling every

year [5].Among Internet users, 2.34 billion people are social

networking site users.

People using sites like Facebook, Twitter, Myspace,

LinkedIn for connecting with others for social reasons. The

impact of social networking sites has become tremendous

in our real life. But it has also brought some problems

like spamming, spreading rumor, cyberbullying, etc. While

problems like spamming affect mostly on personal level, viral

rumor on social media affect broader population. Some of the

rumors spread in time of natural disaster or terrorist incidents

like Boston bombing created confusion and chaos on social

media while some caused violent incidents [6].

Spam can be manifested in many ways, including bulk

messages, profanity, insults, hate speech, malicious links,

fraudulent reviews, fake friends, and personally identifiable

information. Experts estimate that as many as 40% of social

network accounts are used for spam. In 2008, 83% users in

Facebook received junk messages or unwanted friend request.

Spammers, however, frequently change their address from one

throw-away account to another, and are thus hard to track.

These spams are usually clickbait which completely depends

on user interaction with that spam. On the other hand detecting

rumor remains a daunting task as rumors cannot be filtered like

email spams. Since there is no existing system in social media

which can verify authenticity of a post, stopping rumors from

spreading is more difficult.

Social networking sites have been using email filter like

systems to remove spams from their sites. Problem with this

method is communication methods in social network sites

are very different than emails. Currently these sites have

reporting system for a user to report or hide a post. But a

post can have multiple source and in social network as these

posts tends to be shared, it becomes harder to remove them

from sites. Moreover it takes too much time to remove post

containing rumor. Again different methods are being used

to identify fake accounts using criteria such as unsuccessful

friend request sent or reports from others users. But these

methods are preventive at some extent and cannot tackle with

viral rumors. Some external apps are also available to users

to block unwanted advertisement or adult content in form of

extension. But these software are user focused. Some websites

rely on advertisements to generate revenue but are losing

money because of ad blockers as much as 20.3 billion USD

in 2016 [7].

We think that without the help of social network community

it is impossible to prevent spams and rumor. We think that at

the current world of overflowing information it is impossible

to prevent rumor from being created but it is possible that

rumor can be detected at early stage and can be stopped from

propagating further. We propose to involve the social network

user base in detecting spam and rumor more actively. This
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method aims to use the first hand knowledge of the users who

are more close to the incident that is trending or have relevant

knowledge about the situation. Only giving correct information

(information as knowledge) can reduce confusion [8] and thus

prevent rumor. Our goal is to detect the rumor very early by

finding the pattern of the asked questions of users. Second

benefit of our proposed system is users question is private

so the question itself cannot act as rumor spreading agent.

Because rumor thrives in uncertainty and repetition of same

question in public increases anxiety in public [9] which is a

catalyst for rumor [10].Third benefit of our system is that once

a community thinks a post a spam or rumor they can work

together to report the post from the site which can effectively

remove the post quickly.

Spam and rumors have great consequence on personal level,

community level and society as a whole. Some problems

include unwanted posts in their timeline, important posts

are missed due to glut of spam posts, unwanted pop-up

windows and loss of internet bandwidth. Some spam steals

personal information which acts as click bait. Rumors creates

misinformation and spread propaganda and try to manipulate

social mob. In recent times some violent incident occurred in

Bangladesh due to spreading of political rumors. Rumors have

greater impacts than spam because it affects greater number

of people and can induce people in such extent that simple

conversation in social websites can turn into violent acts.

People also get influenced by various terrorist propaganda like

ISIS and get brainwashed and follow them in real life.

In this paper first we propose our solution to the spam and

rumor problems in social network. Then we discuss the design

of the spam and rumor removal tool in details. We discuss

how it is going to affect social network users and how it can

be used for wellbeing of the society. Then we discuss other

notable related works. The section after that concludes the

paper.

II. RELATED WORKS

Rumor in social network has been a problem for quite

some time and there have been progressive work addressing

that problem. At early stages the reason behind the spreading

rumor and in what situation it is more likely to be propagated

were discussed [11].Some work has been made about the

properties of rumors in social media [12]. This paper discuss

how fast rumors spread in social network from one node to

another and travel from one cluster of network to another.

Some paper discusses credibility of social microblogs and how

to increase the credibility of posts [13].

After the explosion of social media new problem like spam

and rumors began to emerge. Spam and rumors were very easy

to spread compared to email. Social network had also brought

new dynamics to the propagation of rumors. Questions were

asked such as how social spam is different than email spam

[14, 15].Gao et al. [16] presented an initial study to quantify

and characterize spam campaigns launched using accounts on

online social networks. They found that more than 70% of

all malicious wall posts advertise phishing sites. They also

studied the characteristics of malicious accounts, and saw that

more than 97% are compromised accounts, rather than Fake

accounts created solely for the purpose of spamming.

There have been some work focused in special situation like

natural disaster. Oh et al. [17] explicated the conditions needed

to enhance information quality of Twitter in the extreme event

context. They analyzed the twitter data on Haiti earthquake

using two key variable of rumor theory, anxiety and informa-

tion uncertainty. They divided their database into four stages in

chronological order. They showed in first two stages emotion

were high than later stages and correlated emotion or anxiety

with the number of rumor spread during that time period. They

also showed that rising of sufficient authentic posts at first two

stages helped suppress the reduction of rumor in later stages

which is consistent with the rumor theory.

Other notable work focused on detecting rumor at its early

stages based on the contents of posts. Zhao et al. [18] argues

that there will be always some user who will question about the

post in the comment. They described this inquire behavior as

sensors. They identified a set of regular expression that define

set of tweets. Then they compared clusters of signal data with

the cluster that are independent of any particular topic to rank

them by the likelihood of containing disputed factual claim.

In recent years some notable researches have been done

to detect rumor automatically by developing classifiers [19,

20, 21]. In these papers authors trained classifier based on

specific events. Yang et al. [22] added two new features (event

location and client-program) along with old features (content-

based features, account-based features and propagation-based

features).They trained two classifiers. One without new fea-

tures and another with new features. They showed that the

accuracy of rumor detection increased by 5.43%, 4.73%, and

6.32%.

While there has been many progressive works like detecting

rumors in extreme events [17] or verifying posts by experts

these works can detect rumor with satisfactory accuracy but

these methods takes too much time and thus rumors can do

so much damage if not stopped early. Some interesting study

has also been conduct like identifying the source of rumors

[23] which may help us how propaganda are spread through

the social network. Some study is also made for the feasibility

study of conducting relief work in disaster aftermath tackling

with rumors so that relief works can be conducted swiftly

depending on the social networking sites [24].Some other

works are done to predict credibility of the tweets [25].It

follows a supervised learning approach for the task of auto-

matic classification of credible news events. A first classifier

decides if an information cascade corresponds to a newsworthy

event. Then a second classifier decides if this cascade can be

considered credible or not. The paper undertakes this effort

training over a significant amount of labeled data, obtained

using crowdsourcing tools. Then validates these classifiers

under two settings: the first, a sample of automatically detected

Twitter trends in English, and second, tests how well this

model transfers to twitter topics in Spanish, automatically

detected during a natural disaster.
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III. PROPOSED SOLUTION

Rumor is an important form of social communications, and

spread of rumors plays a significant role in a variety of human

affairs. Particularly, we can view rumor spread as a stochastic

process in social networks. The rumor is propagated through

the population by pairwise contacts between spreaders and

others in the population. Any spreader involved in a pairwise

meeting attempts to infect the other individual with the rumor.

In the case this other individual is an ignorant, they become

a spreader. In the other two cases, either one or both of those

involved in the meeting learn that the rumor is known and

decided not to tell the rumor anymore, thereby turning into

stifles.

Social networking sites are becoming more and more pop-

ular day by day. Users are getting more and more involved in

the concept of social networking. In recent times, some rumors

were so misleading that some create huge chaos and violence.

These rumors are usually spread by individual profiles or

a page or an external links. These rumors gets importance

because of herd behavior psychology of users. When a rumor

becomes established it becomes very hard to discredit it. Most

of the time rumor spread through the social network has a

short lifetime. But often these short lived rumors can easily

do severe damage to a person or a society as a whole.

Spam and rumors have great consequence on personal level,

community level and society as a whole. Some problems

include unwanted posts in their timeline, important posts

are missed due to glut of spam posts, unwanted pop-up

windows and loss of internet bandwidth. Some spam steals

personal information which acts as click bait. Rumors creates

misinformation and spread propaganda and try to manipulate

social mob. In recent times some violent incident occurred

in Bangladesh due to spreading of political rumors. Rumors

can indenture people in such extent that simple conversation

in social websites can turn into violent acts. People also get

influenced by various terrorist propaganda like ISIS and get

brainwashed and follow them in real life.

We aim to develop a social rumor removal tool which can

help user from misleading information but also does not block

information access in internet. Our vision is make people a part

of the rumor removal process so that it cannot be used as a tool

of bullying in social media. With a view of such philosophy we

tried to develop a crowd sourced rumor detection and removal

model which is fast to detect rumors within a very short

period of time. The second part is the removal of the rumor

contents by the participation of the people. The moderators

who conclude if a post is spam or rumor are consist of general

people and experts. Different weights are given based on the

expertise of a person and also previous judgment. A person

gets positive point if their verdict turns out to be correct later

on and negative points if the verdict turns out to be incorrect.

Web App: In Facebook based reporting system users have

to become group member of spam and rumor reporting com-

munity. Moderators will have to be members of both the

public group to communicate with users and a secret group to

communicate with themselves. Moderators will have to install

Facebook app to review the reported posts and engage in

voting procedure. Facebook user can easily use this feature.

User can use this app from all platforms and devices. The only

thing they need to do is share the post in our group that they

want to report. The moderators also can use its full features on

any platforms and any devices. But they will have to depend

on desktop in case of direct notification send to them from

Facebook app as Facebook app notification is allowed only

for desktops. Chrome Extension: Once a user installs extension

they can enjoy its full feature like removing a post from his

feed forever, reporting a post as spam to our group. When

user report a post on Facebook he/she will never see that post

again on their browser regardless of the Facebooks decision

to keep or remove that post. Extension is browser dependent.

So people who use mobile phone and only want to use mobile

apps will not be able to use this feature from the app but they

can always use this extension using browser from their phone.

This system depends on the crowd response on a situation.

Therefore developing a user friendly system is a priority. A

post is chosen as spam if it received votes as spam given that

at least 70% moderators voted.

IV. DESIGN AND IMPLEMENTATION

The gist of the system can be obtained by looking through

the life cycle of a post. From the point it is regarded as possible

spam or rumor by the users to the stage it is judged by the

moderator. Out main focus of the system was to identify rumor

at its early stages so we tried to shorten the steps Fig. 1 a post

taken to its judgment. From Fig. 1 we can see that a post upon

investigation it goes through a modicum steps to be verified.

In next subsection we discuss the system from point of view

of a user. Then we talk about the moderator and their selection

for specific topics. After that we have a detailed discussion

about two implementations of the design, chrome extension

and Facebook App. We conclude our system design discussion

by observing a query which gives an insight of the quality of

the implementations.

A. Total System Overview

User logging into Facebook from desktop can use this app

in two ways. One, user can use Facebook app. Using Facebook

app is very easy but it provides less option for the user. User

has the option to query for a supposed rumor as they see fit.

Upon querying they just have to wait for the result. If the

moderators were able to reach a decision, users are notified.

Two, user can use chrome extension. Chrome extension have

extra features like an integrated notify button, identified post

and its shared copies removal, etc. We can see from Fig. 2 that

Chrome extension gave us more freedom to work with as it had

less restriction than working on Facebook app. Also, we did

not have to depend on the graph API to interact with the user in

case of extension. Which enabled us to provide more flexible

option for the users. But after user gives a response the query

is stored to database and then the process of identifying rumor
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USER

Spam/Rumor

IdentificationIdentification

Facebook 
Group

ReportReport

Database

Report ExtensionReport Extension

Voting

Send to
Moderator

Send to 
Moderator

Spam

All User Get 
Notification

Post is 
Verified

Facebook 
Removes Post

YesYes NoNo

Fig. 1. Diagram of post life cycle

is same. User logging from mobile can only use Facebook app

option.

B. Moderator Selection

In social networks sites different rumors emerges every day.

These rumors are different in terms of origin, type, celerity,

etc. It is obvious that different moderators will have different

skill set and knowledge to determine the authenticity of a

rumor. Keeping in mind that its voluntary work for moderators

we provided a notification system with Facebook app as shown

in Fig. 3 so that they can easily navigate through the voting

process.

Bearing that in mind we created moderator profile based

on their origin, academic background, expertise, knowledge,

experience, response time and availability. To make sure all

votes carries almost equal weight we pull moderators from

our moderator pool based on their profile.

C. Chrome Extension

Extension was designed so that user can get rid of a post and

shared version of that post. Because current hiding option of

Facebook is not enough because it spoil the purpose if user still

has to see almost same kind of post. Fig. 4 demonstrate that

when a user logs into account using extension, it search for the

Chrome Extension User

Extension will filter FB with 
reported contents

Extention add ‘Notify’ 
button in every FB post 

Report via ‘Notify’ Button Stored in DataBase for 
Evaluation

Report Post Via Sharing in a 
Specific FB Group

All Users

Notify Moderator for 
Evaluation

Moderator Evaluation

Spam Not Spam

Do NothingNotify all users to report the 
contents and mark as spam/

rumor in Database

Fig. 2. Diagram of Total System

Fig. 3. Notification to review a post

contents that user reported as rumor or spam. It removes them

for home page. When the page loads it also adds a notification

button with every post so that when user wants to remove a

post from their news feed, they can do it very easily by one

click.

To delete a post from the news feed we used four features.

The content of the post, the source, related trending topic and

number of times post was reported by other users. The main

challenge was to identify meme posts, images or videos with-

out any description. Because very important feature content

could not be used in that matter.
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Facebook Page Load

Remove already reported spams and 
posts report by the current user

Add ‘Notify’ Button to Post

‘Notify’ Button Clicked

Remove the post from the 
user who reported the post

Moderator get notification 
via Facebook API

Moderator Voting

Not SpamSpam

Mark as Spam in 
Database

Hide Post from all 
users

Fig. 4. Diagram of Chrome Extension Functions

D. Facebook App

Facebook app was designed keeping in mind that Facebook

tends to change graph API within a very short period of time.

So we tried to use as less API as possible. It is very difficult

to integrate additional tool on Facebook because of so many

restriction keeping in mind that tool must be user friendly. That

is why we wanted to use Facebook share button for a report

as this is very familiar to the user and can be easily done.

When sharing the post we request users to provide original

link as attachment as it is very helpful to determine rumor if

the source is known.

Fig. 5 describes the different Facebook App stages. We

created a Facebook group so that user could share the post

which they think of spam or rumor with the group. After

sharing the post, the post is not shared in public with rest of

the member as it would create more rumors. So the post is sent

to approved section where an admin sees the post and takes

a decision whether to send this post to database or delete (if

similar kind of post already had reached before admin can give

a quick verdict) it. We could not automate this part because

Facebook API do not grant access to the approved section of

a group.

E. Inquiry life cycle

After the user inquiry, the necessary information are stored

in database using Facebook API as shown in Fig. 6 Then

the systems determines which moderators to send this query.

Moderators with same origin or place of incident, expertise

on the topic, experience on the topic and availability at the

time gets priority. After selecting the required number of

moderators, query is sent for verification. For each moderator

takes a decision as in Fig. 7, database updates.

User

Detect Spam 
Post

Public Group

Post is Pending for 
Approval

Moderator Deletes 
Pending Post

Moderator 
Voting

Not Spam Spam

Shared in 
Public Group

Other users get 
notification

News FeedNews Feed

ShareShare

Fig. 5. Diagram of Web using FB graph API

Post in Secret Group

Facebook API Database

Post From Extension 

Facebook App

Moderator Voting

No Spam Spam

Facebook API Deletes Posts From 
Secret Group

Post Shared in 
Open Group

Fig. 6. Diagram of inquiry life cycle
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Fig. 7. Moderator’s voting window

The final decision awaits for the necessary percentage of

the moderators to take a decision. When it happens decision

is taken to identify the post as a spam or not spam and the

result is sent to user. The result is also sent to other users who

had subscribed the option to get notified for rumor posts. The

decision is also posted in the public group using Facebook API

so that the all group members know the correct information.

That also helps to reduce the recurrence of same inquiry.

V. IMPACT

In social networks, we often see misleading information

which creates confusion among users. Users do not know what

to believe and what not to believe. Misleading information

affect user thinking process and guide people for harm. With

the help of our project people can know which information

is true and which is not. Which will reduce the confusion

among the users and create more certainty among the users.

Since our project also contain the process of hiding misleading

information, it will create a trust within the user about what

information user witness in social networks.

The social networks have a great influence in our life now a

day. The influence is so great that it is affecting our thinking

process. The influence has both bad and good effect in our

social life. In recent years, we have even seen misleading

information created chaos and violence. To avoid such rumors,

our system could come in handy. Users could use our system

as media to detect the validity of any information and avoid

any misleading.

In recent years, there has been many terrorist activities

around the world. Terrorist use social media to make threat and

spread activity of their terrorism. In many cases they recruit

through social networks. ISIS, also known as ISIL recruit

through SNS. Innocent young people are being captured and

misguided via social media. They are using false propaganda

to hire their recruit. Many online news portal and various Face-

book group sharing their activities. Both adult and children get

to know about their barbaric activity. However, with the help

our project, we could remove those inappropriate posts. Our

filtering system could keep a vital role in the fight against

terrorism. Our reporting system can detect spam and report to

Facebook more quicker than traditional way.

VI. LIMITATIONS

We divided the whole system into two main parts. One is

reporting of inappropriate contents such as spam and rumors.

Other is to removal of the reporting contents. So, the first step

was to build a reporting system. The first challenge was to

develop a reporting system that will work in all the versions

of Facebook. We build a web app which will interact with

users and moderators via Facebook graph API used both graph

API of Facebook and current available notification system of

groups to make the system. After all, we wanted to develop

a web application using Facebook Graph API which will be

accessible to both desktop and mobile app users.

The rumor part of the application is fully crowdsourced. We

rely heavily on the opinion of the moderators when it comes to

report the posts to Facebook. If the majority of the moderators

does not think that post as a rumor or enough number of users

does not participate in reporting process then the post may

not be removed as a result. Again flagging a post as a rumor

(getting a post as a rumor and verify request send to us) is

totally dependent on the moderator participation. We can only

verify a post when it is send to us.

Success of this app depends on users and skilled moderators.

We build an automated system where moderator can work

properly. But still without proper moderators system will

remain flawed. The moderators need to be skilled and fair. One

moderator fault can be overcome in our system by multiple

moderator voting system. However, if a big portion of the mod-

erator panel make wrong decision which is very unlikely, we

cannot do anything about it. There is still considerable room to

improve the effectiveness of the rumor detection method. We

can introduce machine learning along with moderator voting.

This can make the tool more accurate. Other improvement

can be done on selecting moderator. We can add new features

to pull moderators from moderator pool like previous posts,

previous voting accuracy.

VII. CONCLUSION

Social Networking Sites like Facebook use email spam filter

to identify spams like clickbait [2], but are facing serious

problem to tackle rumor. In the time of natural calamity like

earthquake in Haiti or terrorist attack in Boston or Mumbai,

we saw a lot of rumors going viral in social media. Some
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of these rumor were harmless but some of the rumors had

malignant affect like hindering relief process, and some of

the rumors were creating anxiety and distress among people

of the affected area. The goal of this project was to build a

system to prevent spams and harmful rumors from spreading

in social media. Since Facebook is the most popular social

network site, we targeted Facebook as our initial platform to

build the system. So, the scope of this project was strictly

within Facebook. Our project was to build filter system for the

reported contents. There is no Facebook API to stop same post

(shared posts too) from appearing in Facebook of a specific

user. For that we used browser based solution. Since Google

chrome is the most popular browser, we build the system for

chrome. We made a browser extension for chrome which work

as a spam and rumor removal tool. And, for the ease of user

experience, we also added a button so that user can report the

content with just one click.
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