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Abstract - Despite being important, time and context have yet to 
be formally incorporated into the process of visually 
representing the temporal and contextual proximity between 
keywords in a concept map. In response to the context and time 
challenges, this study improves automated conventional concept 
mapping by measuring the temporal and contextual distance 
between pairs of co-occurring concepts. After generating a 
conventional concept map, it is temporally and contextually 
augmented in this work by applying an unsupervised temporal 
trend detection algorithm and a novel measure of contextual 
proximity. This proposed approach is demonstrated and 
validated without loss of generality for a spectrum of 
information technologies, showing that the resulting 
assessments of temporal and contextual proximity are highly 
correlated with subjective assessments of experts. The 
contribution of this work is emphasized and magnified against 
the current growing attention to big data analytics in general 
and to big text-data analytics in particular. 

Keywords- Concept map;Temporal proximity;Contextual 
Proximity; Big text-data analytics   

I. INTRODUCTION 

Managing and gaining insights from the vast amount of 
textual data on the web is challenging [3] and, yet, mining 
unstructured web data can help organizations gain insights 
needed for decision support [62]. The 3Vs challenges [19;40] 
are associated with acquiring, managing and analyzing data 
sets characterized by extensive Volume from gigabytes to 
terabytes, Variety from semi-structured to unstructured, and 
Velocity from batch to streaming [52]. Responding to the 3Vs 
challenges, big data analytics encompasses a new paradigm 
for utilizing big data sources while using advanced and 
sophisticated data analysis approaches and tools [44]. For 
example, text mining (TM) and information extraction (IE) 
are used for capturing, processing, analyzing and visualizing 
a big corpus of unstructured textual data drawn from the web 
[9;53;72]. Such information integration and analytical 
capabilities aim to reduce the mined text data to a relatively 
small number of keywords that can visualized as concept map.  

This work harnesses big data analytics to go beyond the 
automatic generation of a concept map, based on massive 
amounts of textual web data, to quantify the temporal and 
contextual distance between two concepts on the map. Via a 
network visualization application, conventional concept 
mapping involves producing merely a graph of keywords 
based on co-word analysis of concepts extracted from a big 

corpus of unstructured textual data [48]. The reason for going 
in this study beyond conventional concept mapping is that the 
generated visual structure that represents keywords in a 
concept map leaves decision makers wondering how closely 
concept pairs are temporally and contextually related.  

To better support decision making, this work proposes to 
augment concept maps by quantifying the distance between 
two concepts temporally and contextually, combining pair-
wise temporal analysis with measurement of the extent to 
which concept pairs on the map are contextually related 
(proposed previously [61]). Given the fast pace of the global 
business arena, where innovations are occurring at increasing 
speed and life cycles are considerably shorter, both temporally 
and contextually augmenting concept maps is essential in 
support of decision-making processes such as technology 
assessment.  

The research presented in the current paper makes 
innovative theoretical and practical contributions beyond the 
literature reviewed in the next section. From the theoretical 
perspective, this study is the first attempt to model the addition 
of both temporal and contextual insights to conventional 
concept maps. From the practical perspective, based on the 
software modules developed to obtain its results, this study 
contributes to the development of a managerial decision-
support tool for managers dealing with the absence of 
temporal and contextual knowledge in concept maps. The 
modeling approach is described in Section III and the method 
used for demonstration and validation is outlined in Section 
IV. The concluding Section VI follows the results in Section 
V. 

II. LITERATURE REVIEW 

To make well-informed decisions, Bolshakov & Gelbukh 
[7] acknowledge that decision makers must read an enormous 
quantity of web text when faced with the challenge of 
identifying emerging technologies with the greatest potential 
just in time [14;23;56;58]. Lee, Baker, Song & Wetherbe [36] 
assert that manual analysis of unstructured textual data is 
never practical while Dixon [17] refers to the impossibility of 
processing massive quantities of textual information. 

The objective of text mining (TM) is to exploit 
information contained in textual documents in various ways, 
including associations among text objects like concepts on the 
other [21]. Linguistics-based TM is guided by natural 
language processing (NLP) and involves information 
extraction (IE). IE involves extracting named entities and 
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factual assertions from a textual corpus [74], transforming the 
unstructured document space to the structured concept space 
toward applying co-word analysis. 

The following definitions reflect the literature on co-word 

analysis [10;15;55]. A concept is defined as a logical 

semantically cohesive unit of text. A co-word/co-occurrence 

relation is defined as a one-to-many mapping that associates 

each concept with a list of related concepts ranked 

quantitatively by relatedness similarity. A concept map is 

defined as a dynamic graphical map that visually presents 

concepts and relevant relationship clusters as an undirected 

graph G= (V, E) consisting of a set of vertices V and edges E. 

Within an extensive body of literature on co-occurrence 

analysis (e.g., [11;15;38]), co-word analysis is praised as a 

proven quantitative tool for knowledge discovery [18;26]. 

Yet, concept maps that dedicated TM applications generate 

from text documents automatically [35] do not reflect the 

temporal and contextual distance between concept pairs.  

Time stamps, as publication dates, like the underlying 

temporal and evolutionary structure are frequently ignored by 

TM software tools [41]. On the other hand, Temporal Text 

Mining (TTM), concerned with discovering temporal patterns 

[49] in textual data [8;12; 39;43;54], introduces the time 

dimension into web mining to reflect current trends and help 

predict future ones regarding emerging and hot topics [16]. 

Within TTM, emerging trend detection (ETD  ) applications 

are mentioned as automating the discovery of emerging and 

hot trends [51;65]. However, current ETD systems have three 

limitations that the current work aims to overcome.  First, 

most ETD systems require a user to subjectively finalize 

concept classification [5;6;12;25;47;50;57]. Second, previous 

ETD studies [6;16] focus on unary-based analysis for 

detecting trends at the risk of missing important synchronized 

temporal information. Finally, most ETD systems use a 

unitary static monolithic text corpus from human-maintained 

indexed databases [37;65;75;34;41;77;63;13], as INSPEC or 

TDT, thus risking limited diversity, variety and richness and 

imposing major drawbacks as data coverage and indexer 

effect [1;4;28]. For temporal augmentation, these limitations 

are overcome here by 1) using objective temporal operators, 

2) detecting temporal attributes of co-occurring concepts at a 

two-item level, and 3) building an open dynamic corpus of 

relevant documents without the need to subjectively evaluate 

the cardinality or the authority of the feed sources.  

For contextual augmentation, this work harnesses 
bibliometrics methods which use information such as word 
counts, date, word co-occurrence and citation to track activity 
in a subject area applying analytics and statistics [29;42]. The 
number of publications is often used as a bibliometric 
indicator to measure and interpret scientific advances 
[45;69;70;71]. Also used in bibliometric analysis are co-
occurrences, potentially providing information on emerging 
technologies [50]. The explosion of web has led to the term 
'webometrics' has been coined [2], for applying bibliometrics 
to web data. For example, web impact assessment is defined 
as counting how often ideas are mentioned online, using the 

reported hit count estimate (HCE) which appears near the top 
of the results page in a commercial search engine, harnessing 
the total number of search results available as impact evidence 
[67]. In many webometric studies [27;66;68;76], the HCE is 
the most commonly used indicator. Moreover, bibliometrics 
can be applied in combination with network analysis such as 
in a social setting [64]. Thus, Guston and Sarewitz [22] argue 
that successful concept mapping can be accomplished through 
TM and bibliometric approaches, as already discussed in a 
series of papers [30;31;32;33]. Following arguments in favor 
of exploiting bibliometrics and TM to support decision-
making, the assumption underlying the research model 
presented next is that the HCE is a reliable measure of 
contextual proximity. 

III. RESEARCH MODEL 

At the core of the proposed research is augmentation of 
concept mapping via two expansions: A) pair-wise temporal 
analysis for the links between every concept pair on the map, 
using automatic trend detection (PTA) algorithm and B) 
measuring relatedness proximity between two concepts by 
means of webometrics method, using extended co-word 
analysis. Modeling both expansions follows two preparatory 
methods. The first method involves gradually building a 
corpus of unstructured textual data from diverse web-based 
sources about a target topic by using the Google Alerts (GA) 
content change-detection and notification service that 
automatically notifies subscribers when new web content 
matches a set of search terms associated with the target topic. 
The second method involves generating a concept map via co-
word analysis after TM and IE extract the concepts from each 
document (HTML page) in the corpus to (i.e., keywords).  
 

A. Pair-wise Temporal  Analysis  
To determine concept categorization based on the time 

dimension, whether hot or not, two quantitative pair-wise 

temporal operators are defined. The Age of relevant 
documents where concepts co-occur, represents the level of 
"hotness" since a concept pair is considered hot if its concepts 
are semantically richer at a later time than at an earlier time 
[20;51]. The Frequency rate (i.e., activity ratio) of publishing 
relevant documents where concepts co-occur in a given time 

interval, represents the level of "activeness" for tracking the 

recurrence of known events, which is one of the five types of 
tasks described in the Topic Detection and Tracking (TDT) 
project [12;73].  

For expressing Age as old or young, the current study 
enhances the scalability of the Vector Space Model (VSM) by 
conducting pair-wise temporal analysis that exploits the 
cosine similarity measure [59;60]. Given that Concept i and 
Concept j co-occur in n documents, a Vector �⃗  with n 
dimensions, where each coordinate reflects the number of 
days since creation of each document, is assembled and 
documents are chronologically ordered accordingly. The 
cosine similarity measure is then applied to the Vector �⃗ (with 
n dimensions as ����⃗ ), where all its coordinate reference values 
are 1's to express fresh temporal notions and chronological 
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proximity to the present time. The cosine similarity measure 
(the angle between Vector �⃗ and Vector �⃗ is 0 ≤ ��	(�⃗, �⃗) ≤
1 ) would be close to 1 if �⃗  and �⃗  are nearly identical, 
indicating a young temporal relationship between the co-
occurring concepts, and close to 0 if �⃗  and �⃗  have little in 
common, indicating an old temporal relationship between the 
co-occurring concepts. Figure 1 demonstrates this approach in 
the case of Concept 
 and Concept � which co-occur in four (n 
=4) different documents published one year ago, four months 
ago, one month ago, and one week ago ('a' in Figure 1). The 
two corresponding variable-size date-ordered vectors (�� �� ∈
 ��) are: �⃗ = (1,1,1,1) and �⃗ = (7,30,120,365). ���(�⃗, �⃗), the 
first quantitative temporal operator of the pair-wise temporal 

analysis ('b' in Figure 1), is accordingly, defined as (1):  

 ���(�⃗, �⃗) =  ∑ �� ������
��∑  ��� ���� �∗(�  ���)�

���  
 

 
                 (1) 

 Where  �⃗ = (�!, … , ��);  �⃗ = (�!, … , ��); �!…� = 1
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c
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Figure 1 Concept co-occurrences demonstrated for 4 different documents 

 
Similarly, Frequency ('c' in Figure 1), is a vector whose 

sequentially ordered coordinates are calculated by subtracting 
the values of two subsequent coordinates | �" − �"#!| of the 
corresponding Vector �⃗, yielding minimal values since high 
publication ratio indicates an imaginary notion of documents 
published on a daily basis. The cosine similarity measure is 
then applied to a reference Vector �⃗ with $ − 1 dimensions, 
where all coordinates are 1 to reflect an active temporal value 
and where 0 is not applicable. The two corresponding 
variable-size date ordered vectors ( �� �� , ∈  ��)  are: �⃗ = 

(1,1,1) and �⃗ = (23,90,245). %&�'*�$��(�⃗, �⃗) is defined as 
(2):  

%&�'*�$��(�⃗, �⃗) =  � (��#��+�) (��#��+�)�
���

�(�  (��#��+�)�)�
��� ∗(�  (��#��+�)�)�

���  
  (2) 

Where  (�" − �"#!) ≝ 1 

Since a time-tagged corpus is under investigation here, 
both operators should be re-evaluated constantly to reflect 
progress of time. Daily recalculation is advised since the value 
of the current date (seed date) is the basis for computing the 
values of both ���(�⃗, �⃗) and %&�'*�$��(�⃗, �⃗). To detect co-
occurring hot concepts, in addition to the already-calculated 
two quantitative pair-wise temporal operators, a third operator 
- CCDR (concept co-occurring documents ratio) is calculated, 
reflecting the capacity of the number of documents in which 
hot concepts potentially co-occur, rescaled to the range 0 to 1 
using observed min max values. The three operators are then 
weighted using .1, .2, .3 in the following linear equation 
(3): 

/4�5
678

 �9 = � .! ∗ ����9 + .< ∗ %&�'*�$���9 + .> ∗ ??@��9�  
(3) 

Finally, to complete detection of co-occurring hot 
concepts, classification according to the PTA value is 
implemented in the research model by determining that 
Concepts j and i are co-occurring hot concepts if /4� �9 ≥
B. The threshold value B may be set between 0 and 1 either 
manually or empirically [29;65]. In either case, it is quite 
common in practice to allow manual calibration of the 
threshold values that is acceptable to the decision maker, with 
a B value close to 1 reflecting the most rigorous classification 
requirement. 

B. Relatedness Proximity Measurement via Co-Word 
Anlysis 
To meet the challenge of measuring the contextual 

distance between co-occurring concept pairs, webometric co-

word analysis is used to measure co-occurrence relatedness 

proximity via the Similarity Link Value (SLV), also known 

as Equivalence Index (E), defined by Callon et al. [10]. In this 

definition,  ?�  and ?9  respectively count number of 

documents in which each term appears and ?�9 is the number 

of documents in which both terms 
 and � co-occur: 

  DEF�9 = GHI�
GH∗GI

, 0 ≤ DEF�9 ≤ 1, ?�9 = ?9� ≥ 0           (4) 

The contextual part of the research model includes three 

steps (Figure 2). First, for each relation between Concept i 
and Concept j, an a-priori JDEF�9  is calculated by using NLP-

based TM to complete the IE task, extracting significant 

semantic concepts (named entities such as person, company, 

location, product) from the time-tagged textual corpus (e.g., 

TXT files, PDF, HTML files etc.) . Second, a bibliometric 

KDEF�9  based on web counts (HCEs) is calculated for each 

concept pair via webometric queries to a web search engine 

about Concept i, Concept j and their conjunctive Concept i+ 

Concept j, using the AND Boolean operator. Third, both a-

priori JDEF�9 and bibliometric KDEF�9  are synthesized into a 

combined �DEF�9  for each concept pair, measuring 

relatedness proximity for the Concept-pair i, j based on the 

following additive formula: 

 

      �DEF�9 = L�JDEF�9, KDEF�9� ≈  N (OGHIPQGHI) �
(OGHPQGH)∗(OGIPQGI)R          (5) 
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Figure 2 A conceptual workflow describing the co-word analysis process 

 
The basic premise underlying the measuring of relatedness 

proximity based on webometric web counts is that the 
outcome of the combined co-occurrence analysis yields a 
more accurate, compact and valuable concept map for 
identification and selective extraction of significant concept 
co-occurrences. Upon using the combined co-word analysis 
proposed here, weak or strong signals which are normally 
detected in the conventional a-priori co-word analysis are 
improved via weighted synthesis with the co-occurrence 
values obtained by applying bibliometrics. Thus, conventional 
co-word analysis is enhanced by assimilating the knowledge 
background available on the web in the form of webometric 
web counts. 

IV. METHODOLGY 

A web-based research instrument was developed to 

demonstrate and validate the research model developed in the 

current study and presented in Section III. The instrument is 

divisible into the following six main stages (Figure 3): 

a) Temporal GAs collection tasks involve collecting a 

repository of Google Alert (GA) email updates, each 

including one or more URL links to domain-specific (i.e., IT 

topic) web documents (e.g., HTML, XML) in diverse web 

sites. Steps 1 and 2 in Figure 3 depict this stage. 

 b) Preprocessing tasks include all routines, processes, and 

methods required for using crawling techniques to fetch the 

actual HTML files. A crawler web agent is applied in order 

to automate the execution of the actual textual data gathering, 

starting from a list of URLs stored in the repository created 

in Stage (a), including all the links embedded in the GA email 

messages received over time. The crawler follows all links to 

actually collect the required web pages, and locally stores and 

indexes the collected textual data in a repository on a 

dedicated corpus server for further use and analysis. Steps 3 

to 4 in Figure 3 depict this stage. 

c) Core TM and IE NLP-based tasks are routines and 

processes for concept discovery in the document corpus 

yielded in Stage (b), which is categorized, keyword-labelled  

and time-stamped, toward extracting and storing concepts 

and their relevant metadata (e.g., time stamp, total number of 

appearances, and average concept distribution) for further 

analysis. Steps 5 to 7 in Figure 3 depict this stage. 

d) Post-processing analysis tasks include all procedures and 

methods required for conducting the relatedness proximity 

measurement and the pair-wise temporal analysis toward 

augmented mapping. Steps 8 to 15 in Figure 3 depict this 

stage. 

e) Presentation tasks and browsing functionality include 

easy-to-use, point-and-click, and browser-based user 

interface and listing capabilities. The presentation layer 

components of the research instrument display the 

knowledge map with references to co-occurrence weights 

calculated at each step, as well as the detected co-occurring 

hot concept. Step 16 in Figure 3 depicts this stage. 

f) Evaluation tasks carried out by the decision maker while 

interpreting the acquired results are not depicted in Figure 3. 
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Figure 3 The stages and tasks of the research instrument 

 
Instead of using controlled and limited content in closed 

databases as digital libraries of articles, possibly missing 
useful and relevant knowledge, a dynamic temporal corpus is 
gradually built by the research instrument, collecting textual 
data from diverse web-based sources to fully leverage the 
potential of hotness discovery. A corpus of unstructured 
textual data is gradually created about a target topic, using the 
Google Alerts (GA) service. Each GA message includes one 
(or more) URL link(s) to web documents (e.g., HTML, XML) 
about the specific topic published on the web (converted to 
text files toward concept mapping). Since the GA service 
determines source validity, this method of corpus building 
allows collecting relevant documents without the need to 
subjectively evaluate the cardinality or the authority of the 
feed sources.  To accomplish concept mapping in this study 
via the IE process, NLP-based TM analysis was applied to the 
text files in the time-tagged corpus, using IBM’s SPPS/PASW 
Text Analytics Version13 (former SPSS Text Mining 
Modeler) and AlchemyAPI. Although each of these tools 
provides all the functions necessary for the IE process, both 
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were used for rigor and robustness. This IE process employs 

a named-entity processor which allows identification of multi-
gram concepts (i.e., NLP phrases), such as person names, 
location names and names of organizations.  

Five IT topics were chosen to demonstrate and validate the 
derivation of temporal and contextual proximity according to 
the research model. The demonstration was accomplished for 
each IT by conducting the PTA and by measuring the 
extended relatedness proximity. In the final step, technology 
savvy decision makers explored the generated augmented 
concept map via the graphical user interface component of the 
research instrument. This visualization tool for representing 
relationships among concepts is based on the dynamic 
network analysis software application Meta Network ORA 
Network Visualizer. 

Validation of the proposed model began with validating 
the relatedness proximity measurement and continued with 
validating the PTA using the match-to-expert scoring 
approach for each of the five target ITs. Respondents were 
recruited to respond for each IT to a simple survey 
questionnaire distributed over the web internationally. Using 
two major sources of domain experts for recruiting, LinkedIn 
and a leading global IT consulting firm, yielded a total of n = 
136 respondents. The survey questionnaire was comprised of 
two major parts along with respondent demographic data. The 
first part, for relatedness proximity validation, included 
questions about 20 pairs of co-occurring concepts. Each 
respondent was asked to determine for each pair weighted 
relationship scores, using visual analogue scale (VAS) as a 
continuous evaluation device. The second part, for temporal 
proximity validation, included questions about randomly-
selected10 pairs of co-occurring concepts, asking each 
respondent to rate on a binary scale whether a pair of co-
occurring concepts is hot or not. 

 

V. MODEL  DEMONSTRATION AND VALIDATION 

To demonstrate and validate the model, a temporal corpus 

was built via collection of GA messages throughout 190 days 

in 2011, allowing reflection four years later. At the time of 

data collection, the Cloud Computing technology was much-

hyped, the Grid Computing technology was expected to be 

substituted by cloud, the Business Process Management 

(BPM) technology attracted a lot of attention, the new 

Semantic Web technology was regarded as particularly 

promising, and the Service Oriented Architecture (SOA) 

technology was already considered a de-facto standard on the 

web. The corpus included 12,535 documents about Cloud 

Computing, 6,470 about Grid Computing, 8,908 about BPM, 

6,030 about Semantic Web, and 5,781 about SOA. Since each 

collected GA was an aggregation of URLs linking to the 

latest news articles about one of the five technologies, 39,724 

URLs of various source types (news, web, blogs, and 

discussion group sites) were used altogether after converting 

all HTML files to text files. Generation of a temporally and 

contextually augmented concept map was carried out 

disjointedly for each assessed technology. For yielding high-

quality concept maps in the assessment process for each 

technology, the dictionary used as domain-specific resource 

file was IT-sensitive, allowing extraction of multi-words and 

acronyms of IT-specific concepts such as ‘operating system’, 

‘Amazon web services’ and ‘HTML 5’ to name a few 

extracted concepts.  

Table I presents a partial list of automatically-identified 

co-occurring hot concepts for each IT topic, with normalized 

obtained PTA. The three quantitative pair-wise temporal 

operators, Age, Frequency and CCDR, were respectively 

weighted as follows:  .! = 0.2,  .< = 0.4 .> = 0.4 

established based on an exploratory survey of 38 technology 

experts (were not among the 136 raters of the validation 

survey). 

TABLE I.  AUTOMATICALLY-IDENTIFIED CO-OCCURRING HOT 

CONCEPTS (PARTIAL LIST) 

Topic Co-occurring hot concepts 

Cloud Computing 

 

PaaS2 

Salesforce 

Microsoft 

IaaS1 

SaaS3 

Windows Azure 

Grid Computing Parallel Processing 

VMware 

Cloud Services 

Cloud Services 

Parallel Processing 

Virtualization 

Semantic Web Latent Semantic 

HTML 5 

Search Engines 

Search Engines 

Flash 

RDF4 

Service Oriented 

Architecture 

Web Services 

Cloud 

Amazon 

ESB 

SaaS3 

Cloud Computing 

Business Process 

Management 

SharePoint 

IBM 

ERP6  

Microsoft 

BPO5 

Business Intelligence 

 

1IaaS (Infrastructure as a Service)          5ESB (enterprise service bus)                  
2PaaS (Platform as a Service)                 6BPO (business process optimization) 
3SaaS (Software as a Service)                7ERP (enterprise resource planning) 
4RDF (resource description framework) 

 

Table II presents for each IT topic the top 3 co-occurring 

concepts under Concept 1 and Concept 2, with high  �DEF�9 

values. The concept map yielded by the research instrument 

developed in this study allows a decision-maker to zoom-in 

to a specific concept which becomes the governing 

identification to which all other concepts would be related. 

This approach follows Novak & Gowin [46] and Harnisch et 

al. [24], who argue that concept maps are best constructed if 

a single focal root concept guides the selection of concepts 

and their organization in clusters on the map.  
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TABLE II.  CO-OCCURRING CONCEPTS WITH HIGH  �DEF�9 VALUES 

Topic Concept 1 Concept 2 

Cloud Computing 

 

Government  

Oracle 

IBM 

Web Services 

Amazon EC2 

IaaS  

Grid Computing IBM 

Parallel Processing 

Google 

Finance 

Utility Computing 

Parallel Processing 

Semantic Web Microformats 

RDF 

SEO1 

Google 

Social Web 

RDF 

Service Oriented 

Architecture 

Software AG 

Cloud 

WSDL2 

Information Technology  

PaaS 

UDDI3 

Business Process 

Management 

BPO 

Aris 

Microsoft 

Simulation 

Java 

BPMN4 

 
1SEO (search engine optimization)           
2WSDL (web service description language)                  
3UDDI (universal description discovery and integration)                 
4BPMN (business process model and notation) 

 
To test the validity of the mechanism for detecting co-

occurring hot concepts, predicative validity and inter-rater 

reliability (IRR) were processed in a typical case-by-variable 

statistical data structure, with the cases being the respondents 

and the variables being their subjective ratings (Table III).  

TABLE III.  PREDICATIVE VALIDITY AND FLEISS KAPPA COEFFICIENT 

Topic Percentage 
agreement 

Fleiss Kappa 
Coefficient* 

Buisienss Process 

Managemnt  

85.52% 0.725 

Cloud Computing 87.83% 0.745 

Grid Computing 87.80% 0.765 

Semamtic Web 86.07% 0.728 

Service Oriented 

Architecure 
81.85% 0.698 

Total 85.69%  

* Values in a range of 0.61-0.8 indicate substantial agreement  

 

Responses from respondents (n = 136) showed high 

values of Fleiss Kappa reliability-of-agreement measures for 

all five assessed technologies, indicating general substantial 

agreement and average predictive validity higher than 85%.  

In addition, to compare �DEF�9  results with the human 

rankings for validating the improved similarity measures of 

relatedness proximity, inter-rater reliability measures and 

correlation coefficient measures were statistically analyzed. 

The average reliability for all the expert respondents is a 

measure of internal consistency, providing an index of 

homogeneity of responses based on the Intraclass Correlation 

Coefficient (ICC). As seen in Table IV, presenting obtained 

ICC values for each IT, homogeneity and similarity of 

responses indicate a high degree of inner resemblance of 

expert rankings for all five topics.  

TABLE IV.  ICC VALUES 

Topic ICC value 

Buisienss Process Managemnt  0.943 

Cloud Computing 0.983 

Grid Computing 0.920 

Semamtic Web 0.972 

Service Oriented Architecure 0.978 

 

Moreover, A Pearson's correlation coefficient was used to 

compare the average ranking produced by human subjects 

(i.e., respondents) with the model-generated value  �DEF�9 . 

All measures performed well for all five ITs, with high 

correlations for �DEF�9 values in the range of 0.879 – 0.951. 

When the same procedure was applied to JDEF�9 , low 

correlations were obtained for four ITs (0.250 – 0.541) with 

the exception of Grid Computing (0.763). This finding is due 

to the fact that JDEF�9  values are attributed to conventional 

concept mapping without added knowledge. Low correlation 

values between human rankings and JDEF�9 are expected for 

non-mature IT topics (as opposed to the potentially obsolete 

Grid Computing), since conventional co-word analysis based 

on a time-tagged corpus frequently lacks the contextual 

background available on the web. Thus, it can be concluded 

that by discovering and assimilating contextual knowledge in 

the form of webometric web counts, the research model thus 

elevates the conventional concept map to an augmented 

concept map, as long as the technology is not as outdated or 

mature. According to Google Trends, a service which 

indicates the frequency of topic searches over time, the 

interest in Grid Computing by the worldwide IT community 

was diminishing at the time of data collection, as indicated by 

an ongoing decrease in 2004-2011 of the search value index 

from 3 to 0.4. 

 Figure 4 presents, for example and for demonstration 

purposes, a concept map created based on the research model 

for Cloud Computing visualized in a concept-centric view. Its 

focal point (yellow circle) is ‘Business Intelligence’. Note 

also that hot co-occurring concepts constructed by the pair-

wise temporal analysis for the same focal point are visualized 

by red lines. One line connects ‘Business Intelligence’ to 

‘Business Objectives’ (dashed yellow circle) and another line 

connects ‘Business Intelligence’ to ‘Dashboards’ (dashed 

yellow circle). Both red lines serve as a graphical notation to 

highlight hot co-occurring concepts in the augmented 

149



concept map, providing a simple way to present the main and 

significant concepts of a high-dimensional space. 

 

 

Figure 4 Concept map for Cloud Computing (concept-centric view) 

 

VI. CONCLUSIONS 

The PTA construct and the relatedness proximity measure 

developed in the current research to reflect the temporal and 

contextual distance between concepts were found to improve 

conventional concept mapping. The proposed research model 

is a framework for discovery of temporal and contextual 

knowledge in unstructured textual data synthesized from web 

sources. The developed textual data-driven research model 

and instrument provide a novel big data analytics framework 

which copes with the 3V attributes – volume, variety and 

velocity – of big data architecture. Since textual information 

accounts for the vast majority of traffic flowing over the web, 

this study’s approach to textual data-driven decision making, 

harnessing research areas such as information extraction, text 

mining, web mining, temporal trend detection, concept 

mapping, and visualization, holds the potential promise to 

improve decision making processes toward acquiring and 

maintaining competitive advantage.  

The innovation of this research is manifested in 

theoretical and practical contributions. The theoretical 

contribution is the harnessing of an open web-based time-

tagged textual corpus and the development of unsupervised 

temporal trend detection construct and newly computed 

relatedness proximity measurement. The practical 

contribution of the current research is the design, 

development and implementation of an innovative research 

instrument that can serve as a prototype toward evolution of 

an automated tool for technology assessment.  

The contributions of this work are consistent with the 

needs of decision makers charged with identifying future 

technological trends upon conducting an evaluation process 

of alternatives. Moreover, applying Google Alerts as a 

temporal and most updated source of web data is a major key 

element in the creation of a textual open and dynamic corpus 

in the current research. Finally, the managerial contribution 

of this work is in the ability of the research model and 

instrument to timely extract from textual data an augmented 

concept map that serves as a basis for deriving temporal and 

contextual insights, improving the visibility of information 

required to support top executives in their decision making 

processes. 

While generalizing the current approach beyond the five 
topics used for demonstration and validation is left for future 
research, it is safe to conclude that the current work can most 
probably be generalized. It can also be concluded that the 
novel automated instrument developed to demonstrate and 
validate the research model have the potential to morph into a 
decision support system in the realm of managerial decision 
processes. 
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