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Abstract— This paper presents a technique that al-
lows a simple semi-physical amplitude-modulation-to-amplitude-
modulation (AM/AM) model for RF power amplifier modeling,
over a wide range of solid state technologies, with improved
accuracy. The proposed technique builds on a recent memoryless
behavioral model (BM), recently proposed by Cann, and demon-
strates between 5 dB to 20 dB normalized mean squared error
(NMSE) improvement, compared to the existing memoryless BM
model, in AM/AM modeling over a range of RF power amplifier
(RF PA) technologies, through comparison with our and other
measured data from the literature. In addition, it provides an
accurate prediction of third order intermodulation distortion (3rd
IMD) linearization improvement of up to 17 dB. The proposed
model can be used for system modeling or RF PA linearization
applications. Issues related to segmentation discontinuities are
also discussed.

Index Terms—Memoryless Behavioral Models, Simulation,
Linearizer, Low Cost, RF Power Amplifiers, Analog Predistor-
tion, Adjacent Channel.

I. INTRODUCTION

With the ever pressing demands for modern wireless com-

munications systems to provide increased data capacity, as

well as reduced spectral emissions and increased power ef-

ficiencies, RF PA devices play a crucial role in being able to

achieve these demanding goals. As such improved behavioral

modeling of PA devices at the system level is essential. Having

a simple, fast and efficient BM that can be used over a range

of device technologies, for RF PA devices, would be most

advantageous in allowing the RF PA designer the ability to

select this RF PA device quickly and accurately from a range

of different devices and technologies.

Recent approaches for providing linear communication sys-

tems are to utilize advanced digital processing techniques

which can be complex, expensive and less power efficient.

However, in applications where the emphasis is more on sim-

ple, low cost and efficient solutions rather high performance,

e.g. Small Cell repeaters [1], there is a need to develop

techniques that allow for improved modeling accuracy while

considering device operation over a wider dynamic range. This

can have added benefits for use with envelope-tracking, predis-

tortion linearizers that operate over larger dynamic ranges [2].

A new quasi memoryless (QM) BM for amplitude-

modulation-to-phase-modulation (AM/PM) was recently de-

scribed by Glock et al. [3]. The rationale for the development

of this model is that simple static models are both less complex

and less computationally intensive. Their work emphasized

that memory effects are less prominent in well designed RF

PAs and thus can be reduced to an acceptable level for mobile

handset applications by careful amplifier biasing [4]. Their

model addresses certain phase responses in semiconductor

technologies such as gallium arsenide (GaAs) and Comple-

mentary Metal Oxide Semiconductor (CMOS).

Solid State device AM/AM responses are of the same

generic shape, hence having a semi-physical model to estimate

the AM/AM response of these devices with improved accuracy

over a large dynamic range and range of technologies would

be beneficial. Such models are of significant advantage to RF

PA designers as they allow system modeling and performance

evaluation without the need for complex and in depth device

models.

This paper only focuses on AM/AM modeling, and does not

cover AM/PM modeling in investigating how simple modeling

can be used to quickly asses RF PA device performance for

solid state devices, as AM/PM performance can be considered

to be small enough to be neglected [5]. This will also reduce

the complexity and computation times thus aiding in a faster

device selection process. Improving the AM/AM modeling

accuracy will also benefit the RF PA device selection process.

Section II presents the need for simple BMs, including a brief

review of other modeling approaches and technology modeling

capabilities. Section II-D presents a new method that is based

on a recent AM/AM model which is capable of producing the

correct 3rd IMD response in the small signal region. Benefits

of BM accuracy improvements to linearizer performance are

discussed in Section III. A segmentation and optimization

method is proposed and discussed in Section IV further

improving the overall accuracy of the AM/AM model and

demonstrating its applicability over a range of different tech-

nologies. Consideration of the proposed model and accuracy

improvement method, with respect to 3rd IMD performance

and impact on linearization improvement are discussed in

Section V. Followed by a conclusion and acknowledgment.

A summary of the contributions presented in this paper are:

(i) an optimized segmented curve-fitting approach, using a

recent improved accuracy AM/AM model, providing up to 20

dB NMSE improvement, (ii) demonstrated improvement of up

to 17 dB in linearizer 3rd IMD predication, (iii) an accurate

AM/AM model that is applicable for a wide range of solid
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state power amplifier technologies, (iv) a model parameter

fitting approach that uses a simple algorithm and simulation

that takes into account segment boundary discontinuities, and

(v) demonstrating that worst case discontinuities have no

noticeable effect on the modeled amplifier spectrum when

using digitally modulated signals.

II. SSPA BEHAVIORAL MODELS

A. The Need for Simple Models

One of the major factors contributing to the performance

degradation of a wireless system are the non-linearities con-

tributed by RF PAs, so for a system level evaluation the impact

of this amplifier on the system’s performance needs to be

investigated. This can be achieved using detailed RF PA device

parameters and accurate nonlinear models. However for an

initial system level evaluation such information may not be

available or may require too much effort to obtain. In addition,

such modeling is computationally intensive and requires very

long simulation times. In contrast, a system level modeling that

use simple bandpass BMs of an RF PA can result in fast, but

still accurate, simulations that can be used to assess the RF PA

technologies and their impact on system performance. Hence

allowing for rapid RF PA device comparisons, evaluations and

selections.

The envelope model describing an RF PAs non-linearities,

in terms of its AM/AM and AM/PM responses, can be derived

from the complex input to output envelope voltage relationship

as given by

vout(t) = Re
[
G(v(t))ej(φ(t)+ϕ(v(t))+ωct)

]
, (1)

where ωc is the RF carrier frequency, G(v(t)) and ϕ(v(t))
describe the instantaneous input to output envelope voltage

gain and phase and these represent the RF PA’s AM/AM

and AM/PM responses, respectively. Some of these can be

obtained from the manufacturer’s datasheet or through further

measurements and testing.

As part of performing a rapid and accurate system analysis,

and selecting the RF PA device, then having a semi-physical

based device BM provides the very significant benefit of the

best starting point for least squared curve fitting (LSCF) that

will typically be required in order to extract these model’s

parameters, plus any non-physical model parameters. This is

extremely important and powerful for practical PA designers

as it provides them with a fast way of assessing suitable PA

device alternatives, using parameters that are readily available

in device datasheets, without the need for further complex

testing and measurements. Only the smoothness parameter,

s, is non-physical. By having a unified physical or semi-

physical AM/AM model that spans a range of solid state power

amplifier technologies, is simple and computationally efficient,

then this will greatly facilitate system level modeling.

B. Review of Simple PA Behavioral Models

In the literature several well established memoryless BMs

offer PA designers with both a simple and fast means to

conduct system level modeling, hence allowing them to be

used for selecting a suitable device to meet system level

requirements. Of these BMs, Cann 1980 [6] introduced a semi-

physical AM/AM memoryless model. The model can be used

for an over driven or soft-limiting bipolar based solid state

amplifier by allowing the knee sharpness to be adjusted. Then

Saleh [7] introduced a simple behavioral model that requires

only 2 parameters for both AM/AM and AM/PM modeling,

however this model was focused around Traveling Wave Tube

Amplifiers (TWTAs). Another model that specifically targeted

modeling the AM/AM and AM/PM of SSPAs was proposed

by Ghorbani and Sheikhan [8]. Both the AM/AM and AM/PM

models have the same form, and use only 4 parameters, while

addressing inaccuracies associated with using TWTA based

models for SSPAs. It is worth mentioning that the parameters

for these models were not physically based.

At the same time Rapp [5], presented another memoryless

AM/AM model for GaAs FET SSPAs that did included semi-

physical parameters. Later on Honkanen and Haggman [9]

applied Rapp’s model as part of a bipolar junction transistor

(BJT) AM/AM model. They also provided a new AM/PM

model however it has the limitation of a maximum zero de-

grees phase shift. Then new models for AM/AM and AM/PM

where introduced by White et al. [10] to better model Ka Band

SSPAs. The proposed model for Ka band SSPAs provided

improved accuracy when compared to the Saleh, Ghorbani and

Rapp models.

Saleh’s model was further developed by O’Droma et
al. [11], with respect to Laterally Diffused Metal Oxide Semi-

conductor (LDMOS) field-effect-transistors (FETs), address-

ing the discontinuity seen in the application of Saleh’s original

AM/PM model when applied to typical LDMOS AM/PM

characteristics, thus making Saleh’s TWTA model suitable for

use with solid state devices, however the parameters are still

not physically based.

Cann 2012 [12] updated his earlier model to eliminate issues

found with the original model when calculating small signal

3rd order IMD products, with the model again based on semi-

physical parameters.

Recently Glock [3] presented an approach based around

Rapp’s AM/AM model but introduced a new AM/PM model

determined from the first derivative of the Rapp AM/AM

model plus additional terms.

The O’Droma model [11], can provide an excellent fit to a

range of AM/AM and AM/PM curve shapes but the parameters

for this model do not have a physical origin. As a result,

determining the starting point values for this and other non-

physically based model parameters for LSCF can be difficult

and may require more sophisticated methods to determine

these starting point values. So an appropriate selection of the

starting points is needed to ensure an optimum outcome. With

semi-physical based models, the majority of parameter starting

points are taken from available data, thus avoiding possible

guessing or further measurements.

For the non-physical parameters of the Rapp and recent

Cann 2012 AM/AM only models, several plots of the AM/AM
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responses can be made for a particular device, for different

s values. By comparing these plots with measured data, an

estimate of the starting value for s can be found. Having semi-

physical starting points is also a very useful means of self

checking the LSCF parameter results, as the final values for

LSCF parameter results should be very close to the starting

values.

C. Comparing PA Behavioral Models

To facilitate comparing these BMs, the NMSE in dB can be

used. The definition that will be used through out this paper

is given by [13]

NMSEdB = 10 log10

⎛
⎜⎜⎝

N∑
n=0

|yMOD[n]− y[n]|2

N∑
n=0

|y[n]|2

⎞
⎟⎟⎠, (2)

where N is the number of samples, y[n] is the complex

baseband envelope of the measured PA output and yMOD[n]
is the complex baseband envelope of the model output.

To evaluate these BMs and new method in the frequency

domain, comparisons are made using Simulink, where a wide-

band code division multiple access (WCDMA) baseband en-

velope digitally modulated signal is applied to the RF PA

model and the output is presented in the frequency domain via

the Simulink Fast Fourier Transform (FFT) based spectrum

analyzer element, for the AM/AM models described in this

paper.

D. AM/AM Model Selection

Rapp’s AM/AM model [5], used by Glock, has the same

equation form as the model originally proposed by Cann but

without the modulus function. Cann’s original 1980 AM/AM

model equation is given as

A(r) =
Lsgn(r)[

1 +
(

L
g|r|

)s]1/s =
gr[

1 +
(

g|r|
L

)s]1/s , (3)

where g, r, L and s are the small signal gain, input amplitude,

output limit level, and sharpness parameters, respectively.

Litva and Lo [14] identified that Cann’s original 1980

AM/AM model had issues related to correctly generating

3rd IMD responses in the small signal region. This was

confirmed and the reason for this issue was determined by

Loyka [15]. Cann’s new memoryless 2012 AM/AM model,

presented recently, is given as [12]

A(r) =
L

s
ln

[
1 + es(

gr
L +1)

1 + es(
gr
L −1)

]
− L, (4)

where g, r, L and s are the small signal gain, input amplitude,

output limit level, and sharpness parameters, respectively. It

should be noted that the issues in the old model are related to

modeling two discrete tones used to generate IMD products,

however for a typical digital modulation scheme no issues

were observed. This improved AM/AM model will be used as

the basis for our modeling method.

III. LINEARIZER BENEFITS FROM ACCURACY

IMPROVEMENTS

For simple low cost RF predistortion linearizers to be

able to compete with more sophisticated linearizers, like

DPD linearizers having complex and expensive hardware with

higher power consumption, then the accuracy of low cost RF

predistortion linearizers must be comparable to DPD lineariz-

ers [1]. To quantify the benefits of AM/AM modeling accuracy

improvement, when applied to a low cost RF predistortion

linearizer, a means of quantifying this benefit is required.

Based on an analysis by Nojima and Konno [16], an equation

for calculating the amount of 3rd IMD reduction, SIMD,

achievable from a predistorter (PD) and power amplifier as

function of the AM/AM and AM/PM errors, is given by

SIMD = −10 log10
[
1 + 10δA/10 − 2 · 10δA/20cos(δθ)

]
, (5)

where δA and δθ are the amplitude error in dB and the

phase error in degrees respectively. For this combination,

the amount of distortion reduction achievable is a function

of the amplitude and phase errors as contributed by the

PD. If the PD errors are considered to be fixed, then any

degradation in the intermodulation distortion reduction can be

attributed to BM amplitude inaccuracies for a fixed phase.

The impact of AM/AM modeling improvement on the IMDs

and linearization performance, due to this model is discussed

further in Section V.

IV. SEGMENTED CURVE FITTING METHOD TO IMPROVE

AM/AM MODEL ACCURACY

Similar to the techniques utilized by Glock to determine

the linear, non-linear and saturation regions from the AM/AM

characteristic response, this technique can also be utilized to

determine the linear, non-linear or saturation region segments

of the AM/AM responses of Cann’s 2012 AM/AM model.

Furthermore, the curve fits of these segments can be applied in

a similar approach to that used by Zhu et al, [2], for piecewise

curve fitting of non-linear segments of AM/AM and AM/PM

envelop-tracking amplifiers. As a result, the segmented curve

fitting provides more accurate model results and assists with

comparing devices for system analysis purposes, as well as

defining potential improvements in linearization margin for a

particular device.

By applying the recent Cann 2012 AM/AM model for

each segmented region across a range of technologies and by

optimizing the end of the linear region segment and start of the

saturation region segment, an overall improvement of between

5 dB to 20 dB can be achieved in AM/AM NMSE at the

expense of further simple processing steps for each segment,

depending on RF PA device technology. The recent Cann 2012

AM/AM model also has the ability to provide starting values

for LSC fitting for each of the segments.

To improve the AM/AM accuracy estimation of this model,

the second derivative of the AM/AM response is used to de-

termine both the linear and saturation regions. Using AM/AM

data from Glock’s Fig. 11 2V2 curve, it can be seen that
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more data points are required when penetrating further into

the saturation region, so the approach developed by [17],

based on Rapp’s AM/AM model, to extrapolate the AM/AM

performance into the saturation region can be used. As Glock’s

paper uses the Rapp AM/AM model then this AM/AM data

can be extended into the saturation region. Similarly for

Cann’s recent 2012 AM/AM model, data can be extended

into the saturation region. Using the extended AM/AM data,

the transition from the linear to saturation regions can be

determined as a function of vin when the 2nd derivative of

the AM/AM data equals zero, see Fig. 1. As can be seen

from this plot, the linear region stop point (vertical blue solid

line) is at vin = 0 V and saturation region start point (vertical

orange solid line) is well beyond the available data, by the 2nd

derivative calculation. This means that the practical LSCF data

starting range extends from vin = 0 V to where vin is at the

full extent of the available data (vertical red solid line), in this

case where vin = 0.5 V. The region between the solid blue

and red lines is practically the full AM/AM model region for

initial LSCF with these points being the starting points for the

AM/AM segmentation method optimization.
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Fig. 1. Glock’s Fig. 11, 2V2 curve, [3] AM/AM data (green dotted curve),
extended AM/AM data (solid black curve), using [17] & normalised (to the
maximum value) numerical 2nd derivative of extended AM/AM data (cyan
solid circle curve) using Matlab. The solid blue vertical line is the initial end
of the linear region, the solid orange vertical line is start of saturation region
by the 2nd derivative calculation. The solid red vertical line is the end of the
available AM/AM data, effectively the end of the saturation region for the
available data.

Initial AM/AM curve fits for both the recent Cann 2012

and Glock (using Rapp’s AM/AM model) AM/AM models

have been performed over the entire available data for Glock’s

Fig. 11, 2V2 curve data, with the results from both the Glock

(using Rapp’s AM/AM model) (green down triangle curve)

and the recent Cann 2012 AM/AM (magenta circle curve)

models shown in Fig. 2. These are single segment fits between

the linear region stop and saturation region start points. This is

the same as using the AM/AM model over the entire available

data range.
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Fig. 2. Comparison of curve fit for Glock’s Fig. 11, 2V2 curve, data [3]
(black solid curve), Glock’s (using Rapp’s AM/AM model) AM/AM model
(green dotted curve) & recent Cann 2012 AM/AM model (magenta solid circle
trace).

A. Optimized Segmented Curve Fitting

To further improve the accuracy of the AM/AM model an

optimization routine was developed to identify the optimum

linear stop and saturation start region points to provide an

enhanced data fit in terms of NMSE performance. A compar-

ison between the initial fit and the optimised fit for each of

the segments is shown in Fig. 3 (yellow curves). This is only

shown for the recent Cann 2012 AM/AM model.
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Fig. 3. Comparison of curve fit for Glock’s Fig. 11, 2V2 curve, data [3] (black
solid curve) and the optimised segmented curve fits for the recent Cann 2012
AM/AM model (yellow curves). The optimised linear segment is between the
input voltage range of 0 V to 0.26 V, with the optimised non-linear segment
between 0.26 V and 0.36 V and the remaining saturation segment is between
0.36 V and 0.5 V.

When comparing the LSC fit over the full range of data,

Fig. 2, compared to the segmented linear, non-linear and

saturation region data, Fig. 3, it is difficult to see any differ-

ence. However a comparison between the Glock (using Rapp’s

AM/AM model) and recent Cann 2012 absolute AM/AM er-

rors (in dB), for both initial and optimised segmentation versus

input voltage for Glock’s Fig. 11, 2V2 curve, data are shown in
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Fig. 4, reveals the improvements in absolute error obtained by

using the segmentation method. The improvements can be seen

between the Cann 2012 (solid magenta) and segmented Cann

2012 (solid red) curves. The initial maximum error result is

shown as the horizontal dotted magenta line with the optimised

segmented result shown as the horizontal red dash - dot

line. An NMSE AM/AM comparison between these models

and the corresponding improvements using the segmentation

technique show, following segmentation optimization, that the

recent Cann 2012 AM/AM model has better than 10 dB

improvement. In Section V, Table I shows the improvements

in NMSE by using the segmentation method over a range of

technologies.
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Fig. 4. Comparison of |Output Amplitude errors| versus input voltage from
Glock’s Fig. 11, 2V2 curve, data [3], showing before and after segmented
approach optimization. Also shown are the maximum for Cann’s recent 2012
AM/AM model amplitude errors for both the initial (magenta solid line) &
segmented (red solid line) approach being 0.14 and 0.115 dB respectively.

An algorithm for optimising segmented curve fitting was

prepared to further improve NMSE and is presented as

Algorithm 1. The algorithm starting points for the second

derivatives cannot be zero due to their numerical nature, so

there is a requirement to have 2nd derivative zero limits,

in our case we have selected this value to be below 0.001,

to suit the numerical data. During the minimisation process

there are some segment ranges where the discontinuities are

higher than the given data resulting in poorer segment fits.

This is due to using parameter starting values for the full

range of data in those segments. This can be corrected by

determining suitable starting points for each segment but this

has not been implemented within this algorithm. Even with

such improvement in the starting point, the overall curve fit

performance is still worse than the segmented approach.

B. Frequency Domain Comparisons & Discontinuity Effects
at Segment Boundaries

A comparison of the recent Cann 2012 model, with and

without optimised segmentation, against measured data with

a WCDMA signal applied, for the SHF-0189 HFET [18] are

given in Fig. 5. These plots show that the optimized segmented

Algorithm 1 Minimize AM/AM NMSE in dB

Require: Combined AM/AM NMSE (dB) linear, non-linear

& saturation region segments are minimum.

Ensure: Vin & Vout are real & > 0.

1: INPUT Vout vs. Vin data-set for the amplifier.

2: Determine d′′Vout/dVin (2nd Derivative)

3: if d′′Vout/dVin �= 0 after the first occurrence when

d′′Vout/dVin = 0 then
4: Vout vs. Vin data does not extend far enough into the

saturation region so extend the Vout vs. Vin data using

[17], refer to Fig.1.

5: end if
6: if d′′Vout/dVin = 0, on the first occurrence. then
7: VinLin

is the linear region stop point.

8: else if d′′Vout/dVin = 0, on the second occurrence. then
9: VinSat

is the saturation region start point.

10: end if
11: Note: Vout vs. Vin data between VinLin

& VinSat
is the

non-linear region data.

12: for Vin = 0 to VinLin
do

13: Least Squares Curve Fit (LSCF) Vout vs. VinLin
using

(4)

14: end for
15: for Vin = VinLin

to VinSat
do

16: LSCF Vout using (4), for the non-linear region.

17: end for
18: for Vin = VinSat

to Vinmax
do

19: LSCF Vout vs. VinSat
using (4), for the saturation region

data.

20: end for
21: for Vin = 0 to Vinmax

do
22: Calculate AM/AM NMSE A (dB), using (2), for the

combined linear, non-linear & saturation region seg-

ments.

23: Adjust VinLin
& VinSat

to give VinLin1
& VinSat1

24: end for
25: repeat
26: Steps 12: to 24: using VinLin1

& VinSat1
calculate

AM/AM NMSE B (dB), using (2), for the combined
linear, non-linear & saturation region segments.

27: until NMSE B (dB) < NMSE A (dB)

28: Note: It may occur that NMSE A (dB) < NMSE B (dB),

i.e. the initial segmentation is optimum.

29: Output all calculated curve fit coefficients. END

method provides a better fit to the measured data compared to

the non segmented model.

To determine the effects of discontinuities at segment

boundaries, investigations have revealed that although the re-

cent Cann 2012 AM/AM model, using the optimised segmen-

tation method does not have continuous derivatives over the

segment boundaries, the voltage errors between the segment

boundaries, after optimization, are very small and have a

negligible effect on the adjacent channel leakage ratio (ALCR)

response. This has been investigated for a WCDMA digitally

135



���

���

���

���

���

�	�

�
�

�


�

�
� �� �� �� �� �� �� �� �	 �
 � 
 	 � � � � � � � 
�


�
�
��
���
��

�

�����������

������
����� �!"���#$

�%&''�	�
	� �( ��)'*+

�%&''�	�
	� �( ��)'*+
��,�

Fig. 5. Comparison of measured versus Simulink simulations for WCDMA,
comparing Glock versus recent Cann 2012 full & optimized segmented models
for the SHF-0189, [18], data. Resolution bandwidth (RBW) for both measured
& simulation data is 30 kHz. Measured center frequency is 881.5 MHz.

modulated signal with the same power spectral density level as

used in Glock’s Fig. 9. The worst case discontinuity error, of

0.0111 volts, for either of the linear to nonlinear or nonlinear

to saturation segment boundaries was increased, above the

optimised value, until the second ACLR level increased by

≈ 1 dB and this occurred at 10 times the worst case discon-

tinuity error with no noticeable increase found for the first

ACLR, concluding that the optimized segmented recent Cann

2012 AM/AM model has negligible discontinuity effects, even

when considering worst case discontinuities at the segment

boundaries. Comparisons between the optimized segmentation

discontinuity error result and 10 times this error are shown in

Fig. 6.

V. IMPACT ON IMDS & LINEARIZATION IMPROVEMENT

Cann’s recent 2012 AM/AM model and the optimised

segmentation method have been assessed to determine how

they perform in predicting 3rd IMD performance for RF PAs

over a wide dynamic range by simulating the 3rd IMDs using

Simulink and comparing the simulations against manufac-

turer’s measured IMD data, SHF-0189 device [19] page 5.

Plots of the 3rd IMD comparisons are shown in Fig. 7 with

comparisons of the absolute 3rd IMD errors shown in Fig. 8.

The results indicate that the recent Cann 2012 AM/AM model

performs better than the Rapp or O’Droma (Modified Saleh)

AM/AM models, even though the O’Droma (Modified Saleh)

model shows very good curve fitting results. The recent Cann

2012 AM/AM model has ≈ 2.6 dB improvement in average

error (AE) compared to the O’Droma model and over 10

dB AE improvement compared to the Glock (using Rapp’s

AM/AM model) model. The optimized segmented recent Cann

model method improves the AE by a further ≈ 0.7 dB.

The maximum absolute amplitude error, of the full and opti-

mised segmented recent Cann 2012 AM/AM model of Glock’s

Fig. 11 AM/AM device data from LSC fitting, are 0.141 dB

and 0.115 dB respectively. These are shown on a plot of (5),
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Fig. 6. Discontinuity effects on a WCDMA modulated signal, simulated
using Simulink, for Cann’s recent 2012 optimized segmented AM/AM model
of Glock’s Fig.11, 2V2 curve, data [3] data. With 0.0111 volt discontinuity
ACLR1L/2L = -33.2/-57.3 dBc. With 0.111 volt discontinuity ACLR1L/2L =
-33.7/-56.2 dBc. In-band wanted between dashed blue vertical lines, ACLR1
between dashed red vertical lines and ACLR2 between dashed green vertical
lines (lower bands only shown) with 3.84 MHz integration bandwidth (BW).
The integrated power over the wanted 3.84 MHz BW is 21.6 dBm. RBW is
30 kHz.
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Fig. 7. 3rd IMD measured device data SHF-0189 [19] page 5 versus
Simulink simulated comparison of the O’Droma (Mod. Saleh), Glock &
recent Cann 2012 models, all including both AM/AM components. Two tone
measurements at 900 MHz, 1 MHz tone spacing.

Fig. 9, where the intermodulation distortion improvement is

plotted against phase error for various amplitude errors. The

difference between the full and optimised segmented method

equates to a 3rd IMD improvement of 1.79 dB at 0.1◦ phase

error.

Table I shows the NMSE for each of the various tech-

nologies, BJT, heterojunction FET (HFET), LDMOS FET,

heterojunction-bipolar-transistor (HBT), enhancement mode

pseudomorphic high-electronmobility-transistor (E-pHEMT),

GaAs (Glock’s Fig. 8 device data), CMOS (Glock’s Fig. 11

device data) and galliun nitride (GaN) on silicon carbide
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Fig. 8. 3rd IMD |measured minus Simulink simulated| error for the O’Droma
(Mod. Saleh), Glock (using Rapp’s AM/AM model), recent Cann 2012 &
optimized segmented recent Cann 2012 models for AM/AM only. The AE for
Cann’s recent 2012 AM/AM model is ≈ 4dB compared to ≈ 6.5 & 13.9 dB
for the O’Droma and Glock (using Rapp’s AM/AM model) models respec-
tively. The optimized segmented recent Cann 2012 model AE further improves
3rd IMD over the recent Cann 2012 model by ≈ 0.7 dB.

(GaN/SiC) HEMT. The AM/AM NMSEs were determined for

both the full and segmented methods. Table I also shows the

3rd IMD linearization improvement across device technology

as a result of the optimised segmentation method AM/AM

improvements.
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Fig. 9. IMD suppression versus phase errors for a range of amplitude errors.
The cyan vertical arrow shows the 3rd IMD improvement in linearization for
the optimised segemnted approach compared to the full recent Cann 2012
AM/AM model, red dotted vertical arrow, both at 0.1◦ phase error.

VI. CONCLUSION

In this paper we have presented and demonstrated the use

of a more accurate simple AM/AM model that is suitable for

use over a range of RF PA device technologies.

A segmented curve-fitting approach, using the proposed

recent AM/AM model, has also been presented that provides

up to 20 dB Normalized Mean Squared Error (NMSE) im-

provement when modeling the AM/AM characteristics of the

TABLE I
TECHNOLOGY NMSE & LINEARIZATION IMPROVEMENT COMPARISON

Cann 12B AM/AM NMSE IMD Imp.
Device [Ref.] NMSE (dB) Imp. (dB)

Full Seg. (dB)

BJT [9] -30.16 -35.28 5.12 3.02

HFET [18] -43.53 -62.84 19.31 13.51

HBT [20] -58.88 -64.86 5.98 6.43

E-pHEMT [21] -44.77 -63.41 18.64 13.90

LDMOS [22] -37.68 -42.40 4.72 1.39

GaAs [3] -39.61 -58.20 18.59 0.75

CMOS [3] -46.04 -56.07 10.03 1.79

GaN/SiC [23] -43.10 -48.40 5.30 17.62

amplifier, further resulting in linearizer 3rd IMD improvements

of up to 17 dB.

A model parameter fitting approach using a simple algo-

rithm has been indicated along with simulations accounting

for segment boundary discontinuities, demonstrating that such

worst case discontinuities have no effect on the modeled

amplifier spectrum when using digitally modulated signals.

Future work will be to investigate improving AM/PM mod-

eling accuracy and to combine that work with this current

work on AM/AM modeling to determine how the combined

AM/AM and AM/PM accuracy improvements will increase

linearizer 3rd IMD performance.
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